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ABSTRACT

The steady growth of graph data from social networks has resulted
in wide-spread research in finding solutions to the influence max-
imization problem. In this paper, we propose a holistic solution
to the influence maximization (/M) problem. (1) We introduce an
opinion-cum-interaction (OI) model that closely mirrors the real-
world scenarios. Under the OI model, we introduce a novel prob-
lem of Maximizing the Effective Opinion (MEO) of influenced users.
We prove that the MEO problem is NP-hard and cannot be approxi-
mated within a constant ratio. (2) We propose a heuristic algorithm
OSIM to efficiently solve the MEO problem. To better explain the
OSIM heuristic, we first introduce EaSyIM — the opinion-oblivious
version of OSIM, a scalable algorithm capable of running within
practical compute times on commodity hardware. In addition to
serving as a fundamental building block for OSIM, EaSyIM is ca-
pable of addressing the scalability aspect — memory consumption
and running time, of the IM problem both theoretically and empiri-
cally.

1. INTRODUCTION

Social networks have become pervasive owing to the exponential
growth in their popularity. The sheer scale at which these networks
operate today is humongous. Thus, the influence maximization (IM)
problem [4] with its applicability in solving a host of real-world
problems and beyond, has been one of the most widely studied prob-
lems over the past decade. This problem is to identify a set of seed
nodes so that the overall spread of information in a social network,
which is the potential collective impact of imparting that piece of
information to these nodes, is maximized.

Although widely studied from the aspect of designing efficient
and scalable algorithms [3-5] for IM, research on devising novel
information diffusion models capable of mirroring the dynamics of
information propagation under real-world scenarios has been neg-
ligible. The most obvious limitation of the funadmental models is
that the notion of spread, of a set of seed-nodes S, is defined as a
function of the number of nodes that get activated using these seeds.
The problem with this definition is two fold — (1) Each node is con-
sidered to be contributing fully and positively towards the spread of
information about a content without considering the personal opin-
ion of the nodes which could be even negative, (2) A newly active
node is always considered to perceive the information with the same
intent as that of the node that activated it, while the former may tend
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to disagree with the latter owing to the interactions between them in
the past.

Since these scenarios are not scarce in the real-world settings, in
this paper, we propose a new Opinion-cum-Interaction (OI) model
of information diffusion capable of addressing the limitations dis-
cussed above and introduce a more realistic notion of opinion-spread.
Under the OI model, we propose a novel problem (MEO) of max-
imizing the opinion-spread. Since MEO is NP-hard and difficult
to approximate within a constant ratio, we incorporate ideas from
the opinion-oblivious scenarios to design scalable algorithms for
the opinion-aware case. Having analyzed the state-of-the-art, it was
evident that algorithms that are efficient are not scalable and vice-
versa. We propose OSIM (opinion-aware) and EaSyIM (opinion-
oblivious) algorithms, that run in /inear time and space thus, pro-
viding the best tradeoff between memory-consumption and running-
time and the capability of handling real-world large scale networks
on moderately sized machines. For details, we kindly refer the

reader to the full version [2] of this work'.

2. MODEL AND ALGORITHM

We first describe the OI model, which serves as an extension over
the IC and LT models with modifications to include a second layer
attributed to modelling the diffusion and change of opinion of the
activated users; to facilitate opinion-aware IM. As opposed to the
IC/LT models, where a newly activated node (oblivious to its opin-
ion) is always considered to be contributing positively towards the
information spread, the Ol model considers the spread (opinion-
spread) of information under an opinion-aware scenario — where
the contribution of a newly activated node could as well be nega-
tive. OI makes use of opinion of a node and interaction between
two nodes to simulate the opinionated flow of information over the
network. The opinion of a node, o is defined as the orientation of
the node coupled with its strength signifying the preference towards
a content, thus, o € [—1,1]. The interaction probability between
two nodes u, v is defined as a fraction of the times a content shared
by w gets accepted by v with the same orientation as that of w.

The diffusion dynamics of OI are as follows. The first step is the
activation step which is the same as that of IC and LT models. This
is followed by an opinion estimation step, where the opinion of an
activated node is derived using its personal opinion and the opinion
of the node(s) that activate(s) it. More formally, the contribution of
the node u, which activates the other node v, is o,, with a probability
equal to the interaction between them and —o,, otherwise. In this
way, opinions are assigned to the activated nodes in the network and
the information diffusion stops when no new node gets activated.
Seeds are selected based on the opinion-spread, which is defined as
the sum of the updated opinions of all the activated nodes.

As mentioned in Sec. 1, in order to scalably solve the MEO prob-
lem, we propose OSIM, capable of maximizing the opinion-spread
under the OI model. With the same fundamental ideas, we propose
EaSyIM for the opinion-oblivious settings. Owing to space con-
straints, next, we describe the latter alone in detail.
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Algorithm 1 Seed Selection using EaSyIM

Input: Graph G = (V, E), #seeds (k = |.S|) and path-length (1)
Output: Seed set S

1: 5,C«0

2: fori=1tokdo

3: max, maxld < 0

4: Score < AssignScore(G, C,1)

5: for eachu € V do

6: if Score[u] > max then

7: mazx < score; mazxld < u

8: end if

9: end for

10: S« SU{maxld}; C + C U F(maxld)
11: end for

Our algorithms take a graph G, the number of seeds k and a path-
length value [ as input and returns a set of seed nodes .S. The funda-
mental building block of our algorithms is a score-assignment step,
which leverages the idea that the probability of a node v to get ac-
tivated by a seed node v is dependent upon the number of simple
paths from w to v in G. Thus, a simple function of the number of
paths from a node u to all other nodes v € V' \ {u} can be used to
assign a score to u. This score-assignment is further used to rank all
the nodes v € V in an order determining their expected spread o (v).
The following explanations of the score assignment algorithms as-
sume the IC model of information diffusion. Their extensions to the
linear threshold (LT) and the weighted cascade (WC) models are
present in [2].

Next, we describe the score assignment step for the opinion-oblivious

(EaSyIM) case, and refer the reader to [2] for a very similar de-
scription of OSIM. The scores assigned to a node u (Score[u]), is
computed by aggregating the contributions of all u ~» v paths of
length at most I> (L(u ~» v) < I). The weight for each path is
defined as the product of probabilities p(e) of the edges composing
that path. Both score-assignment algorithms, try to mimic closely
the expected value of the spread.

At each iteration, our algorithm selects the node with the maxi-
mum score as the seed node and updates the set C' with the nodes
activated by this seed. At any given iteration, the set C' contains
all the nodes activated F(s) by the seed nodes s € S. In order to
ensure that the set of nodes activated by each selected seed node
are disjoint, AssignScore neglects the contribution of all the paths
containing any previously activated node ¢ € C' in the score calcu-
lation for the subsequent iterations.

Paths of length [ from a node u can be calculated as the sum of all
paths of length [ — 1 from its neighbors. Owing to this observation,
the time taken by the algorithm to assign scores to each node of the
graph is O(I(m+n)) because for each iteration over [, it looks at the
adjacency list of each node to updated the score. Hence the overall
time complexity of EaSyIM, and similarly OSIM, is O(kl(m +n)).

3. EXPERIMENTS

All the simulations were done using the Boost graph library in
C++ on an Intel(R) Xeon(R) 20-core machine with 2.4 GHz CPU
and 100 GB RAM running Linux Ubuntu 12.04. We present results
on real (large) graphs (details in [1,2]), taken from the arXiv and
SNAP repositories. We adopt the C++ implementation of CELF++
and TIM™ made available by the respective authors. We consider a
mix of both directed and undirected graphs, however to ensure uni-
formity the undirected graphs were made directed by considering,
for each edge, the arcs in both the directions. As a conventional
practice, the spread, and hence the opinion-spread as well, is cal-
culated as an average over 10K Monte Carlo (MC) simulations®.

% is the maximum path length considered for score assignment,
where [ < D. D is the diameter of the graph.
3These instances were run in parallel on 20-cores for OSIM and

‘ Dataset Running Time (min) Memory (MB)
++ aSy] = ain ++ aSy’ = ain
NetHEPT | 5352.25 118 45.35x 23.26 3.39 6.86x
HepPh 9746.74 230 41x 24.60 3.47 7.08x
DBLP NA 5071.67 ®© NA 44.73 ©

Table 1: Comparing EaSyIM with CELF++, k = 100 and [ = 1.
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Figure 1: Opinion-spread (A = 1) comparison of OI with OC
and IC on Twitter data.

The first set of results on the data extracted from the Twitter so-
cial network, portray the importance of the Of model in real-world
scenarios over the legacy information diffusion models, namely —
IC, WC and LT and the state-of-the-art OC model in the context
of opinion-aware IM [6]. Figure 1 shows that the opinion-spread
achieved using the seeds selected by the OI model is much better
when compared to that of the OC and the IC model.

In addition to the results on quality, we next portray the scal-
ability of our algorithms. It is evident from Tables 1 and 2 that,
EaSyIM is 10-15 times more efficient while consuming 3-4 times
less memory when compared to CELF++, and requires 8-10 times
more time to run while its memory-footprint is ~ 500 times smaller
when compared to TIM™. We argue that since EaSyIM can be ef-
ficiently parallelized owing to the independence of the MC simula-
tions, its lack of efficiency when compared to TIM™ can be easily
mitigated by running it in parallel on 8 cores* while ensuring the
memory gain to be the same. Note that, the memory consumed by
TIM™' was > 100GB for ¢ = 0.1, k = 50 both on YouTube and
socLive, thus, we could not report the results for the same.

4. CONCLUSIONS

In this paper, we addressed the problem of influence maximiza-
tion in social networks under a very generic opinion-aware setting,
where the nodes can possess any one of the — positive, neutral and
negative opinions. To this end, we introduced the novel MEO prob-
lem and devised a holistic solution to the influence maximization
problem; by coming up with an opinion-cum-interaction (Of) model,
and scalable algorithms — OSIM and EaSyIM. Since majority of the
works in the literature operate oblivious to the existence of opin-
ions and are not scalable, there are efficiency concerns in real-world
scenarios with huge graphs. Consequently, we designed efficient al-
gorithms that run in time and space linear to the size of the graph;
which is orders of magnitude better when compared to the state-
of-the-art techniques. Our empirical studies on real-world social
network datasets showed that our algorithms are effective, efficient,
scale well — providing the best trade-off between running time and
memory consumption, and are practical for large real graphs. In
future, we would like to come up with distributed versions of our
algorithms, thus enabling them scale to even larger graphs.
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EaSyIM. However, for a fair comparison with other techniques we
report the total time taken.

4Considering the ease of availability of multiple cores in a single
machine when compared to large amount of RAM.

Dataset I R ing Time (min) I Memory (MB) |
| TIMT [ EaSyIM (I=1) [ Gain [| TIMT | EaSyIM (I=1) | Gain |
DBLP 783.1 2183 0.36x [[ 3523475 46.5 758x
YouTube NA 5089.5 o0 NA 1583 0
socLive NA 15433.33 ® NA 974.94 ©

Table 2: Comparing EaSyIM with TIM™, k = 50,1 = 1,¢ = 0.1.
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